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Two definitions of PCA

Maximizing Variance Minimizing Reconstruction Error









Preconditioning



















+ -

• Very compact 
representation

• No strong a priori
form (flexible)

• Difficult to interpret
• Prone to ”collapse”





No straightforward 
Bayesian interpretation 

of regularizer

“Typical” penalties can 
be viewed as a MAP 

approximation to 
Bayesian inference, 
with regularizers as 

priors over parameters

Regularized MAP then 
maximizes:

But autoencoder
regularization relies only
on the data. It’s more of 

a “preference over 
functions” than a prior.











Sample from training 
set and compute 

expectation

Expectation over 
corrupted examples

…with respect to learning the 
uncorrupted data from the 

encoded corrupted data













http://www.deeplearningbook.org/contents/autoencoders.html
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