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Two definitions of PCA

Maximizing Variance Minimizing Reconstruction Error







We want to 
minimize J

Eigenvectors ui come 
out of equation for !𝑥









i is the 
dimensional 

index

N is the number 
of data points















Data “Regular” PCs

Kernelized PCs
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Energy 
minimization 

becomes a MAP 
estimation!







Two definitions of PCA

Maximizing Variance Minimizing Reconstruction Error

Objectives are 
reconstruction, 

sparsity, and 
redundancy







𝐵 is typically implicitly constrained 
to fall within a convex set C of the k x 

m reals, to make optimization 
tractable
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