










Assuming density is roughly constant in each bin 
(roughly true, if Δ is small)



p(x) approximately 
constant per bin

More data per bin 
stabilizes estimate













Finite support: only 
need local points to 
compute estimate

Infinite support: need 
all points to compute 
estimate. But quite 

popular.
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The Bart-Simpson 
Density















# of training points in 
class y that lie within 

Δ!ball

# of training points in 
class y



















…where



Choice of kernel is not 
terribly important!





A constant 
value

Individual weights have 
to sum to 1



























http://www.stat.cmu.edu/~larry/all-of-nonpar/index.html

http://www.stat.cmu.edu/~larry/all-of-nonpar/index.html









