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## 1 Lecture 10: Array Indexing, Slicing, and Broadcasting

CSCI 1360E: Foundations for Informatics and Analytics

### 1.1 Overview and Objectives

Most of this lecture will be a review of basic indexing and slicing operations, albeit within the context of NumPy arrays. Therefore, there will be some additional functionalities that are critical to understand. By the end of this lecture, you should be able to:

- Use "fancy indexing" in NumPy arrays
- Create boolean masks to pull out subsets of a NumPy array
- Understand array broadcasting for performing operations on subsets of NumPy arrays


### 1.2 Part 1: NumPy Array Indexing and Slicing

Hopefully, you recall basic indexing and slicing from Lecture 4. If not, please go back and refresh your understanding of the concept.

```
In [1]: li = ["this", "is", "a", "list"]
    print(li)
    print(li[1:3]) # Print element 1 (inclusive) to 3 (exclusive)
    print(li[2:]) # Print element 2 and everything after that
    print(li[:-1]) # Print everything BEFORE element -1 (the last one)
['this', 'is', 'a', 'list']
['is', 'a']
['a', 'list']
['this', 'is', 'a']
```

With NumPy arrays, all the same functionality you know and love from lists is still there.

```
In [2]: import numpy as np
    x = np.array([1, 2, 3, 4, 5])
    print(x)
    print(x[1:3])
    print(x[2:])
    print(x[:-1])
```

$\left[\begin{array}{lllll}1 & 2 & 3 & 4 & 5\end{array}\right]$
$\left[\begin{array}{ll}2 & 3\end{array}\right]$
$\left[\begin{array}{lll}3 & 4 & 5\end{array}\right]$
$\left[\begin{array}{llll}1 & 2 & 3 & 4\end{array}\right]$

These operations all work whether you're using Python lists or NumPy arrays.
The first place in which Python lists and NumPy arrays differ is when we get to multidimensional arrays. We'll start with matrices.

To build matrices using Python lists, you basically needed "nested" lists, or a list containing lists:

```
In [3]: python_matrix \(=[\) [1, 2, 3], [4, 5, 6], [7, 8, 9] ]
    print(python_matrix)
```

$[[1,2,3],[4,5,6],[7,8,9]]$

To build the NumPy equivalent, you can basically just feed the Python list-matrix into the NumPy array method:

```
In [4]: numpy_matrix = np.array(python_matrix)
    print(numpy_matrix)
```

[ $\left[\begin{array}{lll}1 & 2 & 3\end{array}\right]$
$\left[\begin{array}{lll}4 & 5 & 6\end{array}\right]$
$\left[\begin{array}{lll}7 & 8 & 9\end{array}\right]$

The real difference, though, comes with actually indexing these elements. With Python lists, you can index individual elements only in this way:

```
In [5]: print(python_matrix) # The full list-of-lists
[[1, 2, 3], [4, 5, 6], [7, 8, 9]]
In [6]: print(python_matrix[0]) # The inner-list at the Oth position of the outer-list
[1, 2, 3]
In [7]: print(python_matrix[0][0]) # The Oth element of the Oth inner-list
1
```

With NumPy arrays, you can use that same notation...or you can use comma-separated indices:

```
In [8]: print(numpy_matrix)
```



```
[[\begin{array}{lll}{1}&{2}&{3}\end{array}]
    [4 5 6]
    [7 8 9]]
```

In [9]: print(numpy_matrix[0])
$\left[\begin{array}{lll}1 & 2 & 3\end{array}\right]$
In [10]: print(numpy_matrix[0, 0]) \# Note the comma-separated format!
1

It's not earth-shattering, but enough to warrant a heads-up.
When you index NumPy arrays, the nomenclature used is that of an axis: you are indexing specific axes of a NumPy array object. In particular, when access the . shape attribute on a NumPy array, that tells you two things:

1: How many axes there are. This number is len(ndarray. shape), or the number of elements in the tuple returned by .shape. In our above example, numpy_matrix. shape would return (3, 3 ), so it would have 2 axes (since there are two numbers--both 3 s).

2: How many elements are in each axis. In our above example, where numpy_matrix.shape returns ( 3,3 ), there are 2 axes (since the length of that tuple is 2 ), and both axes have 3 elements (hence the numbers-- 3 elements in the first axis, 3 in the second).

Here's the breakdown of axis notation and indices used in a 2D NumPy array:
As with lists, if you want an entire axis, just use the colon operator all by itself:
In [11]: $x=n p . \operatorname{array}([[1,2,3],[4,5,6],[7,8,9]])$
print(x)
[ $\left.\begin{array}{lll}1 & 2 & 3\end{array}\right]$
$\left[\begin{array}{lll}4 & 5 & 6\end{array}\right]$
$\left[\begin{array}{lll}7 & 8 & 9\end{array}\right]$

```
In [12]: print(x[:, 1]) # Take ALL of axis 0, and one index of axis 1.
```

Here's a great visual summary of slicing NumPy arrays, assuming you're starting from an array with shape $(3,3)$ :

STUDY THIS CAREFULLY. This more or less sums up everything you need to know about slicing with NumPy arrays.

Depending on your field, it's entirely possible that you'll go beyond 2D matrices. If so, it's important to be able to recognize what these structures "look" like.

For example, a video can be thought of as a 3D cube. Put another way, it's a NumPy array with 3 axes: the first axis is height, the second axis is width, and the third axis is number of frames.

In [13]: video $=$ np.empty (shape $=(1920,1080,5000)$ )
print("Axis 0 length:", video.shape[0]) \# How many rows?
Axis 0 length: 1920

In [14]: print("Axis 1 length:", video.shape[1]) \# How many columns?
Axis 1 length: 1080

In [15]: print("Axis 2 length:", video.shape[2]) \# How many frames?
Axis 2 length: 5000

We know video is 3D because we can also access its ndim attribute.

```
In [16]: print(video.ndim)
```

3

In [17]: del video
Another example--to go straight to cutting-edge academic research--is 3D video microscope data of multiple tagged fluorescent markers. This would result in a five-axis NumPy object:

```
In [18]: tensor = np.empty(shape = (2, 640, 480, 360, 100))
    print(tensor.shape)
    # Axis 0: color channel--used to differentiate between fluorescent markers
    # Axis 1: height--same as before
    # Axis 2: width--same as before
    # Axis 3: depth--capturing 3D depth at each time interval, like a 3D movie
    # Axis 4: frame--same as before
(2, 640, 480, 360, 100)
```


numpyslicing

We can also ask how many elements there are total, using the size attribute:

```
In [19]: print(tensor.size)
22118400000
```

In [20]: del tensor

These are extreme examples, but they're to illustrate how flexible NumPy arrays are.
If in doubt: once you index the first axis, the NumPy array you get back has the shape of all the remaining axes.

```
In [21]: example = np.empty(shape = (3, 5, 9))
    print(example.shape)
(3, 5, 9)
In [22]: sliced = example[0] # Indexed the first axis.
print(sliced.shape)
(5, 9)
In [23]: sliced_again = example[0, 0] # Indexed the first and second axes.
print(sliced_again.shape)
(9,)
```

Notice how the number " 9 ", initially the third axis, steadily marches to the front as the axes before it are accessed.

### 1.3 Part 2: NumPy Array Broadcasting

"Broadcasting" is a fancy term for how Python--specifically, NumPy--handles vectorized operations when arrays of differing shapes are involved. (this is, in some sense, "how the sausage is made")

When you write code like this:

```
In [24]: x = np.array([1, 2, 3, 4, 5])
    x += 10
    print(x)
```

$\left[\begin{array}{lllll}11 & 12 & 13 & 14 & 15\end{array}\right]$
how does Python know that you want to add the scalar value 10 to each element of the vector x ? Because (in a word) broadcasting.

Broadcasting is the operation through which a low(er)-dimensional array is in some way "replicated" to be the same shape as a high(er)-dimensional array.

We saw this in our previous example: the low-dimensional scalar was replicated, or broadcast, to each element of the array x so that the addition operation could be performed element-wise.

This concept can be generalized to higher-dimensional NumPy arrays.

```
In [25]: zeros = np.zeros(shape = (3, 4))
    print(zeros)
```

```
[[[ 0. 0. 0. 0.]
    [ 0. 0. 0. 0.]
    [0. 0. 0. 0.] ]
```

In [26]: zeros += 1 \# Just add 1.
print(zeros)
$\left[\begin{array}{lllll}{[1 .} & 1 . & 1 . & 1 .\end{array}\right]$
$\left[\begin{array}{llll}\text { 1. } & 1 . & 1 . & 1 .\end{array}\right]$
$\left[\begin{array}{llll}1 . & 1 . & 1 . & 1 .\end{array}\right]$

In this example, the scalar value 1 is broadcast to all the elements of zeros, converting the operation to element-wise addition.

This all happens under the NumPy hood--we don't see it! It "just works"...most of the time.
There are some rules that broadcasting abides by. Essentially, dimensions of arrays need to be "compatible" in order for broadcasting to work. "Compatible" is defined as

- both dimensions are of equal size (e.g., both have the same number of rows)
- one of them is 1 (the scalar case)

If these rules aren't met, you get all kinds of strange errors:

```
In [39]: x = np.zeros(shape = (3, 3))
    y = np.ones(4)
    x + y
```

    ValueError Traceback (most recent call last)
    <ipython-input-39-7a1f6c0078ee> in <module>()
    \(1 \mathrm{x}=\mathrm{np} . \operatorname{zeros}(\) shape \(=(3,3))\)
    \(2 \mathrm{y}=\mathrm{np}\). ones (4)
    ----> $3 x+y$

```
ValueError: operands could not be broadcast together with shapes (3,3) (4,)
```

But on some intuitive level, this hopefully makes sense: there's no reasonable arithmetic operation that can be performed when you have one $3 \times 3$ matrix and a vector of length 4 .

Draw them out if you need to convince yourself--how would add a $3 \times 3$ matrix and a 4 -length vector? Or subtract them? There's no way to do it, and Python knows that.

To be rigorous: it's the trailing dimensions / axes that you want to make sure line up (as in, the last number that shows up when you do the .shape property):

```
In [28]: x = np.zeros(shape = (3, 4))
    y = np.array([1, 2, 3, 4])
    z = x + y
    print(z)
[[ 1. 2. 3. 4.]
    [ 1. 2. 3. 4.]
    [ 1. 2. 3. 4.]]
```

In this example, the shape of $x$ is $(3,4)$. The shape of $y$ is just 4 . Their trailing axes are both 4 , therefore the "smaller" array will be broadcast to fit the size of the larger array, and the operation (addition, in this case) is performed element-wise.

### 1.4 Part 3: "Fancy" Indexing

Hopefully you have at least an intuitive understanding of how indexing works so far. Unfortunately, it gets more complicated, but still retains a modicum of simplicity.

First: indexing by boolean masks.

### 1.4.1 Boolean indexing

We've already seen that you can index by integers. Using the colon operator, you can even specify ranges, slicing out entire swaths of rows and columns.

But suppose we want something very specific; data in our array which satisfies certain criteria, as opposed to data which is found at certain indices?

Put another way: can we pull data out of an array that meets certain conditions?
Let's say you have some data.

```
In [29]: x = np.random.standard_normal(size = (7, 4))
    print(x)
[[[ 1.62636381 0.57211731 -1.15477855 0.2354599 ]
    [-0.4388482 0.51491735 -2.15932212 -0.94938413]
    [ 0.71791753-0.78026118 0.18547135 1.62174693]
    [ 0.14151179 -0.27404427 -0.90215688 1.46469877]
    [ 0.67206985 0.22743169 -0.17622343 0.42319001]
```

```
[-1.68314184 0.17339412 -0.4362587 -0.0043982 ]
```

$\left[\begin{array}{llll}-1.61214114 & 0.95626359 & 0.13578088 & 0.50224057\end{array}\right]$

This is randomly generated data, yes, but it could easily be 7 data points in 4 dimensions. That is, we have 7 observations of variables with 4 descriptors. Perhaps it's

- 7 people who are described by their height, weight, age, and 40-yard dash time, or
- Data on 7 video games, each described by their PC Gamer rating, Steam downloads count, average number of active players, and total cheating complaints
- ...insert your own example here!

Whatever our data, a common first step before any analysis involves some kind of preprocessing (this is just a fancy term for "making sure the data make sense").

If the example we're looking at is the video game scenario from the previous slide, then we know that any negative numbers are junk. After all, how can you have a negative rating? Or a negative number of active players?

Perhaps some goofy players decided to make bogus ratings just for the lulz. Funny to them, perhaps, but not exactly useful to you when you're trying to write an algorithm to recommend games to players based on their ratings. So, you have to "clean" the data a bit.

So our first course of action might be to set all negative numbers in the data to 0 .
We could potentially set up a pair of loops--you should know how to do this!--but it's much easier (and faster) to use boolean indexing.

First, we create a mask. This is what it sounds like: it "masks" certain portions of the data we don't want to change (in this case, all the numbers greater than 0 , since we're assuming they're already valid).

```
In [30]: mask = x < 0
    print(mask)
[[False False True False]
    [ True False True True]
    [False True False False]
    [False True True False]
    [False False True False]
    [ True False True True]
    [ True False False False]]
```

Just for your reference, here's the original data: notice how, in looking at the data below and the boolean mask above, all the spots where there are negative numbers also correspond to "True" in the mask?

```
In [31]: print(x)
[[[llllll
    [-0.4388482 0.51491735 -2.15932212 -0.94938413]
```

| 0.71791753 | -0.78026118 | 0.18547135 |  |
| :---: | :---: | :---: | :---: |
| [ 0.14151179 | -0.27404427 | -0.90215688 | ] |
| 206985 | 0.22743169 | -0.17622343 | $0.42319001]$ |
| . 68314184 | 0.17339 | -0.4362587 | -0. |
| [-1.61214114 | 0.95626359 | 0.13578088 | 0.502240 |

Now, we can use our mask to access only the indices we want to set to 0 .
In [32]: $x$ [mask] $=0$
print(x)
$\left[\begin{array}{llll}{[1.62636381} & 0.57211731 & 0 . & 0.2354599\end{array}\right]$
$\left[\begin{array}{llll}{[0 .} & 0.51491735 & 0 . & 0 .\end{array}\right]$
$\left[\begin{array}{llll}0.71791753 & 0 . & 0.18547135 & 1.62174693] \\ {[ } & 0.14151179 & 0 . & 0 .\end{array}\right]$
$\left[\begin{array}{llll}0.67206985 & 0.22743169 & 0 . & 1.46469877] \\ {[0 .} & 0.17339412 & 0 . & 0.42319001] \\ {[0 .} & 0.95626359 & 0.13578088 & 0.50224057]\end{array}\right]$
voilà! Every negative number has been set to 0 , and all the other values were left unchanged.
Now we can continue with whatever analysis we may have had in mind.
One small caveat with boolean indexing.

- Yes, you can string multiple boolean conditions together, as you may recall doing in the lecture with conditionals.
- But... and and or DO NOT WORK. You have to use the arithmetic versions of the operators: \& (for and) and \| (for or).

```
In [33]: mask = (x < 1) & (x > 0.5) # True for any value less than 1 but greater than 0.5
    x[mask] = 99 # We're setting any value in this matrix < 1 but > 0.5 to
print(x)
[[[\begin{array}{lllll}{[1.62636381 99. 0. 0.2354599 ]}\end{array}]
    [ 0. 99. 0. 0. [ 0. [
    [ 99. 0. 0.18547135 1.62174693]
    [ 0.14151179 0. 0. 1.46469877]
    [ 99. 0.22743169 0. 0.42319001]
    [ 0. 0.17339412 0. 0. l
    [ 0. 99. 0.13578088 99. ]
```


### 1.4.2 Fancy Indexing

"Fancy" indexing is a term coined by the NumPy community to refer to this little indexing trick. To explain is simple enough: fancy indexing allows you to index arrays with other [integer] arrays.

Before you go down the Indexing Inception rabbit hole, just keep in mind: it's basically like slicing, but you're condensing the ability to perform multiple slicings all at one time, instead of one at a time.

Now, to demonstrate:
Let's build a 2D array that, for the sake of simplicity, has across each row the index of that row.

```
In [34]: matrix = np.empty(shape = (8, 4))
    for i in range(8):
        matrix[i] = i # Broadcasting is happening here!
    print(matrix)
[[ 0. 0. 0. 0.]
    [ 1. 1. 1. 1.]
    [ 2. 2. 2. 2.]
    [ 3. 3. 3. 3.]
    [4. 4. 4. 4.]
    [ 5. 5. 5. 5.]
    [6. 6. 6. 6.]
    [7. 7. 7. 7.]]
```

We have 8 rows and 4 columns, where each row is a 4 -element vector of the same value repeated across the columns, and that value is the index of the row.

In addition to slicing and boolean indexing, we can also use other NumPy arrays to very selectively pick and choose what elements we want, and even the order in which we want them.

Let's say I want rows $7,0,5$, and 2 . In that order.

```
In [35]: indices = np.array([7, 0, 5, 2]) # Here's my "indexing" array--note the order of the n
print(matrix[indices])
[[ 7. 7. 7. 7.]
    [ 0. 0. 0. 0.]
    [ 5. 5. 5. 5.]
    [ 2. 2. 2. 2.]]
```

Ta-daaa! Pretty spiffy!
Row 7 shows up first (we know that because of the straight 7 s ), followed by row 0 , then row 5 , then row 2. You could get the same thing if you did matrix [7], then matrix [0], then matrix [5], and finally matrix [2], and then stacked the results into that final matrix. But this just condenses all those steps.

But wait, there's more! Rather than just specifying one dimension, you can provide tuples of NumPy arrays that very explicitly pick out certain elements (in a certain order) from another NumPy array.

In [36]: matrix $=$ np.arange(32). reshape( $(8,4))$
print(matrix) \# This $8 x 4$ matrix has integer elements that increment by 1 column-wise,

```
[[ [0 1 1 2 3 3]
    [ [4 5 6 7]
    [\begin{array}{llll}{8}&{9}&{10}&{11}\end{array}]
    [12 13 14 15]
    [16 17 18 19]
    [20 21 22 23]
    [24 25 26 27]
    [28 29 30 31]]
```

```
In [37]: indices = ( np.array([1, 7, 4]), np.array([3, 0, 1]) ) # This is a tuple of 2 NumPy ar
print(matrix[indices])
```

$\left[\begin{array}{lll}7 & 28 & 17\end{array}\right]$

Ok, this will take a little explaining, bear with me:
When you pass in tuples of NumPy arrays as indices, they act as $(x, y)$ coordinate pairs: the first NumPy array of the tuple is the list of $x$ coordinates, while the second NumPy array is the list of corresponding $y$ coordinates.

In this way, the corresponding elements of the two NumPy arrays in the tuple give you the row and column indices to be selected from the original NumPy array.

In our previous example, this was our tuple of indices:

```
In [38]: ( np.array([1, 7, 4]), np.array([3, 0, 1]) )
Out[38]: (array([1, 7, 4]), array([3, 0, 1]))
```

The $x$ coordinates are in $\operatorname{array}([1,7,4])$, and the $y$ coordinates are in array ([3, 0,1$]$ ). More concretely:

- The first element to take from the matrix is $(1,3)$--this is the 7 that was printed!
- The second element is at $(7,4)$--this is the 28 that followed.
- The final element is at ( 4,1 )--this corresponds to the 17 !

Go back a few slides to the $8 \times 4$ matrix array to convince yourself this is what is happening. Fancy indexing can be tricky at first, but it can be very useful when you want to pull very specific elements out of a NumPy array and in a very specific order.

Fancy indexing is super advanced stuff, but if you put in the time to practice, it can all but completely eliminate the need to use loops.

Don't worry if you're confused right now. That's absolutely alright--this lecture and last Friday's are easily the most difficult if you've never done any programming before. Be patient with yourself, practice what you see in this lecture using the code (and tweaking it to see what happens), and ask questions!

### 1.5 Review Questions

Some questions to discuss and consider:

1: Given some arbitrary NumPy array and only access to its .shape attribute (as well as its elements), describe (in words or in Python pseudocode) how you would compute exactly how many individual elements exist in the array.

2: Broadcasting hints that there is more happening under the hood than meets the eye with NumPy. With this in mind, do you think it would be more or less efficient to write a loop yourself in Python to add a scalar to each element in a Python list, rather than use NumPy broadcasting? Why or why not?

3: I have a 2D matrix, where the rows represent individual gamers, and the columns represent games. There's a " 1 " in the column if the gamer won that game, and a " 0 " if they lost. Describe how you might use boolean indexing to select only the rows corresponding to gamers whose average score was above a certain threshold.

4: Show how you could reverse the elements of a 1D NumPy array using one line of code, no loops, and fancy indexing.

5: Let's say I create the following NumPy array: a = np.zeros (shape $=(100,50,25,10)$ ). What is the shape of the resulting array when I index it as follows: $a[:, 0]$ ?

### 1.6 Course Administrivia

- How is A4 going? Due tonight!
- On Wednesday, June 28, I'll host an online midterm Q\&A session in Slack. There will be a link posted in the Slack chat to a Google Hangouts room, where you're welcome to join and post questions for me to answer. This review session will be held from 12:30pm-2:30pm.
- The midterm (on Thursday, June 29) will be held entirely on JupyterHub. It will be available starting at midnight on the 29th, and will be collected by JupyterHub exactly 24 hours later (midnight to midnight). You are welcome to take the exam anytime in that 24 -hour window, but once you click the "Fetch" button in JupyterHub, you will have precisely 90 minutes from that moment to complete and submit the midterm. I'll re-post these details in the write-up for Wednesday's review session.
- Please post in \#questions if you are confused about any of this--lecture material, homework assignments, or midterm logistics!


### 1.7 Additional Resources

1. McKinney, Wes. Python for Data Analysis. 2012. ISBN-13: 860-1400898857
2. NumPy documentation on array broadcasting http://docs.scipy.org/doc/numpy/user/basics.broadcastin
3. NumPy documentation on indexing http://docs.scipy.org/doc/numpy/user/basics.indexing.html
4. Broadcasting Arrays in NumPy. http://eli.thegreenplace.net/2015/broadcasting-arrays-innumpy/
