


1986 paper by Rumelhart
et al—fastest 

backpropagation 
algorithm since original 

1970s version













Custom CNN: 
98.3 - 99.3% 

accurate

SVM with 
polynomial 

kernel: 98.9 -
99.2% accurate





http://neuralnetworksanddeeplearning.com/







Vectorize: wl is the weight 
matrix for layer l



Bias

Activation

Vectorize: al and bl are 
activations and bias matrices 

for layer l





for l=1, 2, … L:



where

Allows us to compute partial derivatives dCx/dw and dCx/db for 
single training examples, then recover dC/dw and dC/db by 

averaging over training examples.



Error in jth neuron at 
the lth layer



Level l for l=1,…,L
Matrix: wl

Vectors: 
• bias bl

• activation al

• pre-sigmoid activ: zl

• target output y
• “local error”δl

Matrix form:

components are 
components are 

The Hadamard Product: just 
element-wise multiplication



Level l for l=1,…,L
Matrix: wl

Vectors: 
• bias bl

• activation al

• pre-sigmoid activ: zl

• target output y
• “local error”δl

Matrix form for square loss:



Level l for l=1,…,L
Matrix: wl

Vectors: 
• bias bl

• activation al

• pre-sigmoid activ: zl

• target output y
• “local error”δl

which we can use to compute



Level l for l=1,…,L
Matrix: wl

Vectors: 
• bias bl

• activation al

• pre-sigmoid activ: zl

• target output y
• “local error”δl



Use SGD to update the 
weights according to 

the gradients









Max at 1/4

The Amazing 
Vanishing Gradient!



AI Stats 2010

Histogram of gradients in a 5-layer network for an 
artificial image recognition task

input

output



AI Stats 2010



Learning rate approaches zero, 
and neuron gets “stuck”







• Saturation	visualization	
from	Glorot &	Bengio 2010	-
- using	a	smarter	
initialization	scheme	

Bottom layer still 
stuck for first 100 

epochs





• Use of softmax and entropic loss instead of quadratic loss







Δwij = (yi-zi)y j

Cross-entropy loss after a softmax
layer gives a very simple, 

numerically stable gradient: (y - aL)

Network outputs a 
probability distribution!



• Often learning is faster and more stable as well as getting better 
accuracies in the limit



• Use of alternate non-linearities
• reLU and hyperbolic tangent







AI Stats 2010

depth 4?





• Better understanding of weight initialization





First breakthrough deep learning results were based 
on clever pre-training initialization schemes, where 
deep networks were seeded with weights learned 

from unsupervised strategies

This is not always the 
solution – but good 
initialization is very 
important for deep 

nets!







http://numericinsight.com/uploads/A_Gentle_Introduction_to_Bac
kpropagation.pdf

http://www.deeplearningbook.org/contents/mlp.html

https://cs231n.github.io/optimization-2/

http://neuralnetworksanddeeplearning.com/


