






For facial 
recognition

For scene 
segmentation

For multitask 
learning

For autoencoders

What do the 
weights 
mean?
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Symmetric





Uncertainty in X Uncertainty in X, 
given we have 

observed Y

If this is 0, 
knowing Y tells us 
nothing about X































[Un]Surprising Conclusion #1: 
Many different weight 

configurations can offer 
similarly optimal performance

[Un]Surprising Conclusion #2: 
Looking at a single neuron or 

weight for insight into network 
performance is meaningless

Surprising Conclusion #3: 
Values of weights alone cannot 

explain generalizability of 
deep networks

[Un]Surprising Conclusion #4: 
Data is the best regularizer

Surprising Conclusion #5: Rather than focus on 
explicit regularization & architectural redesigns, 
exploit encoder & decoder distributions during 

training; will yield best convergence rate





https://arxiv.org/pdf/1703.00810.pdf
https://theneuralperspective.com/2017/03/24/opening-

the-black-box-of-deep-neural-networks-via-information/

https://www.youtube.com/watch?v=RKvS958AqGY


