


• Given a cloud of data points we want to understand its structure



clusters

• Usually:
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not

• High-dimensional spaces look different: 



http://link.springer.com/referenceworkentry/10.1007%2F978-0-387-30164-8_192



• A catalog of 2 billion “sky objects” represents objects by their 
radiation in 7 dimensions (frequency bands)

• Problem:



• Intuitively:



Space of all CDs:



Finding topics:



• As with CDs we have a choice when we think of documents as 
sets of words or shingles:

• Sets as vectors:
• Sets as sets:
• Sets as points:



• Hierarchical:
• Agglomerative

• Divisive

• Point assignment:



• Key operation: 

• Three important questions:



• Key operation: 

• (1) How to represent a cluster of many points?
• Key problem:

• Euclidean case:
centroid

• (2) How to determine “nearness” of clusters?
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What about the Non-Euclidean case?

• Approach 1:
• (1) How to represent a cluster of many points?
clustroid

• (2) How do you determine the “nearness” of clusters?



• (1) How to represent a cluster of many points?
clustroid

• Possible meanings of “closest”:

å
ÎCxc

cxd 2),(min

Centroid is the avg. of all (data)points 
in the cluster. This means centroid is 
an “artificial” point.
Clustroid is an existing (data)point 
that is “closest” to all other points in 
the cluster.

X

Cluster on
3 datapoints

Centroid

Clustroid

Datapoint



• (2) How do you determine the “nearness” of clusters? 
• Approach 2:

• Approach 3:
cohesion

union



• Approach 3.1: diameter

• Approach 3.2: average distance

• Approach 3.3: density-based approach



• Naïve implementation of hierarchical clustering:

• Still too expensive for really big datasets 
that do not fit in memory



• Example:



• Repeat 2 and 3 until convergence



How to select k?

k

Average
distance to

centroid

Best value
of k
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http://www.naftaliharris.com/blog/visualizing-k-means-clustering/

http://www.naftaliharris.com/blog/visualizing-k-means-clustering/


• Bi-partitioning task:

• Questions:
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• What makes a good partition?
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A B

• Cut:

cut(A,B) = 21
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Minimum-cut

• Degenerate case:

• Problem:

arg minA,B cut(A,B)

“Optimal cut”
Minimum cut



Normalized-cut [Shi-Malik, ’97]

n Why use this criterion?

• How do we efficiently find a good partition?



• What is the meaning of A× x?

• Entry yi is a sum of labels xj of neighbors of i



• jth coordinate of A× x

• Spectral Graph Theory:

• Spectrum:

𝑨 ⋅ 𝒙 = 𝝀 ⋅ 𝒙



• Adjacency matrix (A):

• Important properties: 

1

3

2

5

4
6

1 2 3 4 5 6

1 0 1 1 0 1 0

2 1 0 1 0 0 0

3 1 1 0 1 0 0

4 0 0 1 0 1 1

5 1 0 0 1 0 1

6 0 0 0 1 1 0



• Degree matrix (D):

1

3

2

5

4
6

1 2 3 4 5 6

1 3 0 0 0 0 0

2 0 2 0 0 0 0

3 0 0 3 0 0 0

4 0 0 0 3 0 0

5 0 0 0 0 3 0

6 0 0 0 0 0 2



• Laplacian matrix (L):

• What is trivial eigenpair?

• Important properties: 𝑳 = 𝑫 − 𝑨

1

3

2

5

4 6

1 2 3 4 5 6

1 3 -1 -1 0 -1 0

2 -1 2 -1 0 0 0

3 -1 -1 3 -1 0 0

4 0 0 -1 3 -1 -1

5 -1 0 0 -1 3 -1

6 0 0 0 -1 -1 2



[Shi & Meila, 2002]
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xa = <v2(a),…,vk+1
(a)
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• How do we partition a graph into k clusters?

• Two basic approaches:
[Hagen et al., ’92]

[Shi-Malik, ’00]



[Shi-Malik, ’00]





K-nn graph
(easy)

Fully 
connected 
graph,
weighted by 
distance











http://www.informatik.uni-
hamburg.de/ML/contents/people/luxburg/publications/Luxburg07_
tutorial.pdf

http://www.informatik.uni-hamburg.de/ML/contents/people/luxburg/publications/Luxburg07_tutorial.pdf

